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Abstract— This investigation presents a digital logic accelerator
(DLA) design of a neural network hardware that utilizes output
reuse. The DLA is used in the detection mechanism of underwater
objects that was deployed in an underwater vehicle. A modified
YoloV3-tiny network was also implemented to detect more than
20 underwater objects. The proposed DLA uses processing
units that have parallel architectures of output windows, and
output channels. Moreover, a new Inter-Controller is designed
to control the direct memory access (DMA) together with a
new Reshape module to improve the performance and power
efficiency. A detailed description of the design as well as the
measurements on silicon are presented. The chip is realized using
a typical 180-nm CMOS process. It showed a performance result
of 40.96 GOPS and the power consumption is 196.8 mW. The
DLA was tested to demonstrate 19.88 frames per second and
40.96 GOPS.

Index Terms— Deep learning, deep neural networks (DNN),
hardware accelerators, energy efficient, reshape module.

I. INTRODUCTION

ARTIFICIAL (AI) intelligence and nanotechnology are
expected to be a 193.2 billion US dollar industries

by 2025. These technologies were also identified by the
United Nations as “frontier technologies” in its 2021 Tech-
nology and Innovation Report [1]. Convolutional neural net-
works (CNN) and deep neural networks (DNN) have been
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in the forefront of AI applications. Applications of CNN
and DNN in computer vision includes tasks such as image
detection and recognition. It has been used in areas as agricul-
tural systems [2], biomedical robots [3], industrial robots [4],
autonomous vehicles [5], aerial drones [6], and underwater
vehicle [7]. With this, demands for computing resources
also increased. State-of-the-art image processing architectures
such as AlexNet [8], ZFNet [9], Inception [10], VGG [11],
ResNet [12], ResNeXt [13], and SENet [14] normally wins
the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC). For this reason, academic and industrial communi-
ties pay close attention to AI-based developments primarily for
its wide array of applications. The number of published papers
related to AI and machine learning (ML) increased ten times
annually during the period of 1998 to 2017 [15]. Notably,
the biggest challenge in AI-related applications is to equip it
into autonomous underwater vehicles (AUV) [16]. The overall
power in these underwater applications is constrained by the
battery of the vehicle systems. Training underwater images is
more complex than that for those objects on land due to the dif-
ferent lighting conditions and shortage of underwater samples.

Several hardware accelerators have been reported in the
previous years [17]–[28]. The systolic architecture proposed
in [17] and [18] have reconfigurable designs for different
convolution kernels. Tu et al. uses reconfigurable data path
and convolution engine design which makes it more hardware
efficient but it has a high area cost due to the complexity
of the control structure [17]. The low power design in [18]
allowed the systolic data flow to run only in the PE rows rather
than the entire 2D plane, thus allowing data reuse of filters &
input features along with convolution kernel reuse. The spatial
architecture of [23] is an improved version of [19] that uses
clustering of sparse CNNs to achieve higher throughput but
requires a larger area. A filter and input reuse in the streaming
architecture in [20] is reported to be energy efficient but it
has a low hardware utilization. Lastly, filter-type structures
are presented in [21] and [22]. More importantly, none of the
above works were focused on underwater object recognition
applications.

Major Contributions of the Proposed DLA

In this investigation, the authors proposed and achieved as
follows:

1) A modified network toward power effectiveness based
on the YoloV3-tiny was presented to detect different
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TABLE I

MODEL DATASET USED FOR TRAINING

underwater objects. The reason is underwater vehicles
are battery-operated with limited battery storage.

2) A high throughput and low power hardware accelerator
utilizing output reuse is implemented on silicon to assist
in detection and recognition for underwater objects.

3) A new Inter-Controller is designed to minimize power
dissipation of the DLA.

4) A hardware padding is proposed to reduce DRAM
transmission between the hardware and CPU, achieving
lower power dissipation performance.

The power constraint of the design is highly prioritized
so that when deployed to an underwater vehicle, the object
recognition would not consume a large chunk of power of
the vehicle. Initial designs of the DLA was downloaded and
implemented in the ZCU102 FPGA board. It was found out
that the DLA alone consumes 4.322 W of power, hence it is
impractical to deploy it for underwater missions.

The rest of the report is organized in the following manner.
Section II presents the methodology used in designing the
hardware accelerator. A discussion of the data set preparations
is presented in this section as well as the proposed network
for underwater object detection. A detailed discussion of
all modules is presented. Section III presents the simulation
and measurement results as well as system validation of the
hardware accelerator. And to wrap the it up, the conclusion
drawn in this study is presented in Section IV.

II. DLA DESIGN AND ANALYSIS

A. Data Set Preparation

An image database is needed to be able to train, verify, and
test any neural network. In this investigation, we collected
various images from repositories such as ImageNet [29] and
The Fish Database of Taiwan [30]. A total of 110,378 images
were used in the training, verification, and testing of the
proposed network. A summary of the number of images used
is presented in Table I. The network is trained to classify
twenty objects, namely fish, lion-fish, sharks, turtles, divers,
jellyfish, and so on, as shown in Table I.

B. Proposed DNN for the Underwater DLA Implementation

Because of the hardware architecture’s limited resources, the
size of the DNN model must be lowered as much as neces-
sary without compromising too much accuracy. The authors

TABLE II

EFFECTS OF NUMBER FORMAT ON MAP OF THE NETWORK

TABLE III

COMPARISON WITH OTHER NETWORKS FOR UNDERWATER DETECTION

proposed a lightweight network based on the YoloV3-tiny
network [31]. Fig. 1 depicts the modified neural network to
be used for the DLA. The symbol N represents the number
of output channels of the proposed network given by N =
3(4 + 1 + x), where x represents the number of object to be
identified. The proposed network has 3 scales of prediction,
4 offsets of the bounding box, and an objectiveness of 1,
similar to YoloV3 [32].

The proposed network was firstly tested by software to see
the effects of the data format. Results of the experiments
were presented in Table II. It can be seen that lower bit
resolution offered poor performance in terms of the mean
average precision (mAP). A float-32 format obtained the best
mAP for the network. However, floating point operations
require more hardware resources. It was only 0.2% better
than float-16 and fixed-16 format. Hence, the risk of more
operations outweighs the performance benefits. Since, the
float-16 and fixed-16 formats offer the same performance,
it was best to choose the fixed-16 format to gain smaller area
without sacrificing the performance. The computation amount
of the proposed network is found to be 2.06 GFLOPs (giga-
floating point operations) using the 16-bit fixed point precision
data.

Table III shows a comparison of the proposed network to
other networks that was implemented specifically to recog-
nize underwater images. It can been seen that the proposed
network can detect more objects at almost the same mAP
values. It also has the smallest numbers of operations such
that it will have lower power consumption. The network
by Zhang et al. [33] was implemented in an Intel Xeon
Gold 6130 CPU with RTX2080ti GPU. It offers a good
object detection speed at the expense of using power hungry
devices. The network by Yeh et al. [16] was implemented
in a Raspberry Pi 3 B+ platform, a low-power mini-PC with
an power consumption of around 2 W. Our implementation
offered a very-low power performance at the expense of an
acceptable real-time FPS (≈20 FPS).
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Fig. 1. Lightweight network based on YoloV3-tiny.

Fig. 2. Proposed hardware accelerator architecture (DLA) for DNN.

C. Neural Network Hardware Architecture
The proposed deep convolutional network architecture is

presented in Fig. 2. A new Inter-Controller is used for the
Direct Memory Access (DMA) as well as new Reshape
modules in the DNN DLA to achieve low-power and high-
performance for the hardware accelerator. These new mod-
ules will be used to control the convolution operations in
the PE (processing element) Array in Fig. 2. Convolution
operations are normally used to perform discrimination of
difficult objects. This process is achieved by digital filters that
are represented by 1D or 2D matrices. Depending on the filter
weights, or kernel weights, the convolution can have different
effects on an image. The image can be blurred, sharpened,
recolored, or detected as boundaries or edges. Fig. 3 shows the
structure of the convolution layer. It is composed of an input
feature map, kernel, and output feature map. The convolution
operation has M number of output channels (OM) and N
number of input channels (IM) with kernel size, K. The size
of the output feature map is H × W.

Even though large-scale computing models offers better
recognition performance, the input feature map (IM) and the
kernel generated after training cannot be stored in the on-
chip buffer. The workaround to this is dividing the entire
IM into multiple blocks to become smaller size. Tile-based

Fig. 3. Illustration of the convolution operation.

calculation is used to make the required memory size smaller.
The internal memory required under batch calculation are Tm
and Tn, the number of OCHs and ICH, respectively. The
size of the OM is Tr × Tc, while for kernel it is Ti × Tj.
These parameters will determine the overall size of the on-
chip buffer. In actual hardware calculations, the data in this
batch of tiles are calculated in numerous cycles. Hence a very
large number of computation units are required. Usually, these
operations require smaller number of calculations at higher
computation cycles so that operation needs to be parallel. The
corresponding parameter of the operation value is composed
of Pm, Pn, Pr, Pc, Pi, Pj, which respectively represent the
number of OCHs, the number of ICHs, the length & width of
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Fig. 4. Convolution operation and SRAM allocation in (a) ICP, (b) OCP,
(c) OWP, and (d) KWP.

OM, and the length & width of the kernel to be operated in
parallel in a cycle.

In this design, the number of arithmetic units (number of
PEs) represents the number of multiply and accumulate (MAC)
cycle operations. When PE parallel operations are in different
positions, the size of the on-chip buffer will definitely change
differently. Referring to Fig. 3, where Tm is in the grid, Tn,
Tr, Tc, K parameters represent how many OCH, ICH, output
windows, and kernels are calculated by the hardware in a unit
time, respectively. The total number of arithmetic units in the
hardware is the product of these parameters. The convolution
operation usually has three parallel computing methods on
the hardware classified as: 1. Input Channel Parallel (ICP), 2.
Output Channel Parallel (OCP), and 3. Window Parallel (WP).

Referring to Input Channel parallel (ICP) in Fig. 4(a), the
input features are placed in all channels and then convolved
with the set of corresponding row kernels and the results are
placed in a single portion of the output map. The Output
Channel Parallel (OCP), on the other hand, saves multiple
convolution operation results in different channels of the
output map as shown in Fig. 4(b).

The third computing method is the (Window Parallel) WP,
which is divided into Output Window Parallel (OWP) and
Kernel Window Parallel (KWP). The OWP is done by calcu-
lating the same OCH value using PE operation and the same
weight position. This is shown in Fig. 4(c). The PE operation
using different weight position and the same output window
is called KWP as shown in Fig. 4(d). However, this method
requires more ports to support the calculation, the area of the
input/output buffers of the two parallel calculation methods
will not increase.

Fig. 5. Processing element (PE) internal architecture.

D. Sub-Circuit Design and Operation

1) Multi-Precision Processing Element (PE): The PE hard-
ware supports MAC operations. The sub-PE is a 9 × 3 mul-
tiplier accepting signed 8-bit inputs and signed 2-bit kernels.
The PE uses 16 sets of multipliers that are constructed to
operate simultaneously. The adder tree presented in Fig. 5 sup-
ports multiple accumulation process according to the degree
of computation needed. This design allows input precision to
support 16 bits or 8 bits, while the kernel precision supports
16, 8, 4, 2 bits, so it can dynamically support Multi-Precision
(MP). These excludes the sign bit for the precision. For
the PE to support low precision operation, multiple input
channel (ICH) data should be loaded at the same time in the
multipliers for accumulation.

2) PE Array: The 8 × 32 PE array is composed of 8 rows
of OWP and 32 columns of OCP as presented in Fig. 6.
To reduce the area and power consumption of the array,
the excitation functions (ReLU, Leaky ReLU, Max-pooling,
Concatenation), quantization, and batch normalization of the
pixels are performed outside the array prior to the output
SRAM.

3) Input SRAM: Since our design is designed to be multi-
precision, the input precision can be 16, 8, 4, and 2 bits
precision. The PE array operates at 100% capacity when the
input channel is using 16 bit precision. When 2-bit input is
used, 8 times throughput is required, such that 8 banks are
designed. Fig. 7 shows the input SRAM in this design, where
8 banks are included, each bank = 128 bits, which are all
composed of two-port SRAM (1R1W). The bank is divided
into two halves as double buffers to make the access time
shorter. The double buffer design has an advantage of using
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Fig. 6. PE array architecture.

Fig. 7. Input SRAM architecture.

Fig. 8. Kernel SRAM architecture.

only half the bank capacity during the PE operation while the
other half is being used to load the required data. Hence, the
operation is faster and the throughput is doubled.

4) Kernel SRAM: The kernel SRAM is also designed as
a double buffer composed of two-port registers. The kernel
SRAM in this design uses 8 banks of 128 bits wide consisting
of two-port register files, as shown in Fig. 8. Since the PE
array has 32 columns of OCP, when the required throughput
of the kernel is only 16 × 32 bits, 4 banks are enough to be
utilized. To make the PE usage rate close to 100%, twice the
weight can be realized.

5) Output SRAM: The output SRAM in this design, shown
in Fig. 9, uses 4 banks with a bit width of 128 bits com-
posed of dual-port SRAM (2R or 2W or 1R1W). Since there
are 256 PEs in the PE array, each set of PEs output 16-bit data.
When the throughput required is only 16 × 32 bits, 4 banks
are enough to meet the requirements of the PE. When PE
operation needs 8 × 32 bit values, it will take 8 cycles for the
output SRAM to receive all incoming data.

6) Instruction SRAM: Instruction SRAM consists of single-
port SRAM with a depth of 512 bits and a bit width of
64 bits corresponding to the bit width of the instruction set
architecture. The instruction set architecture is introduced in

Fig. 9. Output SRAM architecture.

Fig. 10. Line buffer with 3 × 3 convolution.

detail in Section II-H. The total size is 4 kb and the maximum
single transfer limit of AXI Burst Mode is aligned.

7) Line Buffer: Fig. 10 shows the schematic diagram of
implementing the line buffer with 3×3 convolution. This was
done because during the convolution operations, the same data
will be repeated many times. If this happens to the SRAM,
a large repeated number of repeated read will occur. The line
buffer serves as a temporary storage for the input during the
convolution operations. The line buffer uses a 16-bit register
to match the width of a 128-bit two-port SRAM (1R1W), and
pushes 8 groups of 16 bits at a time through the shift register.
During convolution, the same data is repeated several times.
To minimize the number of SRAM read/write operations, the
input pixels are stored firstly in the line buffer.

8) Reshape Module: The size of the on-chip buffer in this
design is limited so that a new Reshape module is proposed
to resolve this problem. When the kernel size is >1, the input
feature map is usually padded to maintain the input feature
map size. Furthermore, since the hardware adopts tile-based
design, the input feature map is divided into many small tiles,
and these small tiles also need to have padding.

In addition, when tile <32, the Reshape module is used to
merge N small tiles into a 32 × 32 large tile and then do
the padding so that the transmission is not N× the number
of transmission. This reduces the number of transfer and load
burden of the CPU.

When a layer of a feature map is larger than the maximum
tile, which is 32, the feature map will be cut into smaller tiles
as shown in Fig. 11. The general detection model or the image
recognition uses Stride2 pooling. This can make the on-chip
next layer operation reduce the area of the tile by 4 times. The
buffer usage is reduced while the number of transmissions is
increased. Therefore, it is possible to use a Reshape module
to merge multiple tiles with a tile size ≤32. For example,
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Fig. 11. Tile cutting and padding in different strides.

Fig. 12. Re-organization using the Reshape module after scheduling,
(a) single-tile transmission, (b) multi-tile transmission.

assume a tile exceeds the maximum size by 8 × 8. A total of
4 combinations of 8 × 8 tiles can turn into 32 × 32 tile, and
then perform the operation through the PE array.

If the input feature map is larger than the output map,
additional padding is used to make them equal. The proposed
design is implemented in tile-based way, where the tiles are
stored in the DRAM. After the reshape mode, all the data
returns to the original shape, as shown in Fig. 12.

E. Hardware Padding

Since the padding information exists in different sections of
DRAM, Tile and Padding information is needed to be reorga-
nized through the Reshape module. However, these informa-
tion are extracted through the CPU, as shown in Fig. 13(a).
Since the tile boundaries might be discontinuous, arranging
these discontinuous memory addresses is time consuming. The
authors proposed a hardware padding module which replaces
adjacent tiles with a boundary of its own tile. This is called
Reflection Padding. Fig. 13(b) shows the Reflection Padding
scenario. Another benefit of Reflection Padding can be seen
in the perspective of the DRAM transmission. If the CPU
executes the padding for tile size greater than 32, it will require
two burst transmissions while if padding is executed in the
hardware, only one burst transmission is required.

F. Direct Memory Access

There will be a lot of data movement operations in the con-
volution operation. If these movement operations are executed

Fig. 13. (a) Tile-based Padding; (b) Reflection Padding architecture.

Fig. 14. Simplified FSM of the Inter-Controller.

by the CPU, the data access time will be much longer than
the hardware calculation time. Therefore, we added a DMA
between the DRAM and the hardware accelerator. The DMA
is based on the AXI4 bus protocol. The burst mode of this pro-
tocol can reduce the requirements and set the number of cycles
of the bus, and DMA belongs to the Master (CPU or GPU).

G. Controller

There are two controllers in the design; Inter- and Intra-
Controller. Inter-controller is responsible for controlling the
Direct Memory Access (DMA) and the Intra-controller is in
the hardware accelerator. Its internal functions include instruc-
tion fetching and decoding, DMA error monitor, interrupt
trigger, and control register. The control signals determine the
operation of the connected modules, including the finite-sate
machine (FSM) jump, circuit switching, and power consump-
tion. The simplified FSM of the Inter-Controller is presented
in Fig. 14. It shows three general states: 1. Idle State, 2. Write
state, and 3. Read state. At Idle state, func = 0, the system is
waiting for a command to proceed to take actions. During
Write state, func = (1, 2, or 3), the controller commands
the DLA hardware to perform the calculations. Lastly, in the
Read state, func = 4, the controller will then access the
output SRAM when the write operation is done with no errors.
The overall function of the hardware accelerator is shown in
Fig. 15.

H. Software and Hardware Integration

The software and hardware integration of the proposed
network consist of two stages, Initialization and Execution
stages. The Initialization uses a single CPU thread and is
divided into three main parts: 1. DNN Model Analysis,
2. DRAM Utilization & Optimization, and 3. Layer Switching.
On the other hand, the Execution stage uses three threads that
are operating in parallel. These are: 1. Image Pre-processing,
2. Hardware (DLA) control, and 3. Post-processing of results.
Fig. 16 shows the diagram of the system operation of the

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: National Sun Yat Sen Univ.. Downloaded on September 25,2022 at 13:24:29 UTC from IEEE Xplore.  Restrictions apply. 



WANG et al.: 40.96-GOPS 196.8-mW DLA USED IN DNN FOR UNDERWATER OBJECT RECOGNITION 7

Fig. 15. Overall functionality of the DLA.

Fig. 16. Illustration of the Software/Hardware integration.

Fig. 17. Instruction set.

network with the software and hardware integrated with each
other.

We decided to create an instruction set architecture based
on direct control in order to make the hardware dynamically
adaptable to fit the settings of different parameters of each
layer of the DNN model. Fig. 17 depicts the instruction set
architecture of the system.

1) Layer Instruction: The layer instruction set is used by
the model corresponding to each layer that will be used by
the DLA. It is composed of 96-bit instructions. Each layer
that needs acceleration is equipped with an instruction, and
once if an operation is completed, the layers can be replaced
by another instruction. These instructions are executed only

Fig. 18. Pre-layout simulation result after memory scheduling and reorga-
nization by the Reshape module.

once per operation so that it will not mess up with the other
64-bit instructions

2) Core Instruction: The core instruction is based on the
tile-based design. It is based on the operation of one tensor.
It contains the instructions on how many ICH, OCH, and
activation functions to be used in parallel hardware operation,
or whether to use hardware accelerated pooling, etc. The main
prupose of this set is to provide for the information required by
the Intra-Controller of the DLA. With this, the control logic
can be simplified and use the CPU to schedule instructions
reducing the burden in hardware control.

3) DMA Instruction: The DMA proposed is designed using
the AXI4 bus protocol, where commands must provide the
starting address of the transfer (DRAM Address) and the
transfer length (Length), while other fields provide hardware
accelerator information, including classification, transmission
and operation synchronization of incoming data, etc.

III. SIMULATION, MEASUREMENT, AND IMPLEMENTATION

The proposed DLA architecture is implemented using a
typical 180-nm CMOS process.

A. DNN Accelerator Simulation Results

The pre-layout simulation, shown in Fig. 18, operating
at 100 MHz uses NC-Verilog to verify the functionality of the
overall circuit. The states of the FSM are decribed as follows:

• Idle State: When func = 0, the Axi_s_start signal is
logic HIGH. This means that the controller is awaiting
command for the hardware to proceed. The state machine
is said to be in the standby mode.

• Load State: When func = 1, the DRAM feeds the
data on the on-chip buffer. No output is exported and
Axi_a_wdata is unknown.
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Fig. 19. Post-layout simulation results at the worst corner.

• Processing State: When func = 2, the on-chip buffer has
been loaded a complete tile information and has started
to send data to the PE array for calculation.

• Calculate State: When func = 3, there is no data being
processed in the on-chip buffer from the DRAM. The
DLA only performs calculation from the PE array.

• Store State: When func = 4, the DLA has finished all
calculations and the signal Axi_a_wdata will now show
a valid value. It will output all the data from the on-chip
buffers. Once all data is out, the irq signal and the DLA
will know that the tasks are done.

Fig. 19 shows the post-layout simulations in the worst case
corner, namely, the slow-slow (SS) process corner, and 75◦ C
at a frequency of 100 MHz. It shows a consistent result as
those given by the pre-layout simulation in Fig. 18.

B. FPGA Emulation

Object detection was firstly implemented in FPGA to test
the functionality of the proposed architecture. The FPGA
board used in the implementation is Xilinx Zynq UltraScale+
MPSoC ZCU102 evaluation board. This will ensure that the
proposed architecture operates based on the functionality it is
designed. Fig. 20 shows the diagram of the object recognition
system implemented in the FPGA. It can be seen from the
figure that the proposed architecture is performing the correct
object detection algorithm.

C. Error Analysis

To error analysis used in this investigation requires three (3)
sets of data; 1.) results of YoloV3-tiny operation performed in
a CPU; 2.) pre-layout simulation results, and; 3.) post-layout
simulation results. The results obtained from the CPU and
YoloV3-tiny is regarded as the benchmark.

e = xcpu − xsim

xcpu
(1)

The simulation results xsim (pre- or post-layout simulations)
is compared with the CPU results xcpu to get the error e using

Fig. 20. FPGA emulation verification of the object recognition system.

Fig. 21. Error analysis of the software and hardware solutions.

Fig. 22. Die photo of the DLA.

Eqn. (1). The simulation results are compared with each other
to verify whether the results are consistent. The absolute error
is found within 1.8% as shown in Fig. 21. Since the absolute
error is relatively small, the fix16 format used by the proposed
hardware was not an issue comparing to the float32 format of
the CPU.

D. Prototype Implementation

Fig. 22 shows the die micrograph of the DLA chip.
The size of the chip is 7332.58×7328.52 µm2 with a core
7042.58×7048.52 µm2. The implemented chip is composed
of the PE Array, the Controller, the SRAMs (input, weight,
instruction, & output SRAM), and other auxiliary blocks such
as input & output buffers, controller registers, reshape module,
padding, and bias circuits.

Fig. 23 shows the area utilization of the chip. It shows that
the SRAMs occupied 55% of the overall chip area where 33%
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Fig. 23. Area utilization of the chip.

Fig. 24. Side-by-side comparison of the CPU vs. the proposed DLA hardware
implementations in object recognition of (a) Divers, (b) Shark, (c) Turtle, and
(d) Lionfish.

is for the output SRAM alone. The PE array and the controller
occupies 18% of the chip area, respectively.

Fig. 24 shows the side-by-side comparison of the implemen-
tations in the CPU using the proposed YoloV3-tiny algorithm
and the proposed DLA hardware. The DLA hardware reads the
video image from a host controller (via Real-time Transport
Protocol) or a streaming camera (via Real-time Streaming
Protocol). The proposed DLA was designed using Verilog
HDL. Both systems can successfully recognize all objects,
including fish, turtle, divers, sharks, etc.

E. Measurement Results

The measurement was done using an SOC test platform
(Advantest V93000 PS1600), as shown in Fig. 25. Measure-
ments shows consistent results matching with the simulations.
The measurement was carried out using 5 DLA chips mea-
sured 5 times each. Figs. 26 and 27 shows the hardware
accelerator jump test during func = 1 & 2, and func = 3 & 4,
respectively. The irq signal will be high for a short period
during FSM jump and is shown in Fig. 28. Fig. 29 shows the
shmoo plot of the DLA chip. The chips can reach the designed
frequency of 100 MHz.

Fig. 30 shows the power utilization of the hardware accel-
erator at 100 MHz frequency. The biggest one comes from
the PE array at 86.4 mW or 43.9% of the total power of the
chip. The SRAMs utilized 45.3% of the total power consumed
by the chip. Table IV shows the breakdown of the power
consumption of each module. The overall power consumed
by the chip is 196.8 mW, which is a 95% reduction from our
initial FPGA implementation.

Table V shows the comparison with many recent NN
accelerator works. The proposed design is implemented using
a typical 180-nm CMOS process. The supply voltage used is

Fig. 25. DLA measurement environment.

Fig. 26. DLA jump test, func = 1 and func = 2.

Fig. 27. DLA jump test, func = 3 and func = 4.

TABLE IV

POWER DISTRIBUTION AT 100 MHZ

1.8 V operating at 100 MHz. The proposed design consists
of 256 MACs and uses 16-bit precision format. The mea-
sured performance of the proposed design is 40.96 GOPS at
196.8 mW power. Since the proposed network is found to
be 2.06 GFLOPs, the frame rate of the system is 19.88 FPS.
It has an area efficiency of 0.7638 GOPS/mm2 and power
efficiency of 0.2081 TOPS/W. The figure of merit (FOM) used
to compare the designs is the power efficiency and normalized
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TABLE V

COMPARISON TABLE WITH PREVIOUS WORKS

Fig. 28. irq signal jump of the hardware accelerator during FSM jump.

Fig. 29. Shmoo plot of the hardware accelerator.

Fig. 30. Power utilization of the chip at 100 MHz.

with the operating frequency, CMOS process feature size, and
supply voltage. It can be seen from Table V that the proposed
design has the best FOM, 20.813 TOPS-GHz/W.

TABLE VI

SYMBOLS USED IN TEXT

IV. CONCLUSION

A high performance and low-power deep learning hardware
accelerator is presented in this investigation. The proposed
DLA has parallel implementation of the convolution oper-
ations. A new Inter-Controller and a Reshape module is
presented in this investigation. This reduces the area of the tiles
by four folds. A comparison of the implemented hardware with
a benchmark CPU implementation to show obscure error with
the benchmark. The performance of the hardware was found
to be 40.96 GOPS at 196.8 mW power consumption operating
at 100 MHz clock rate. It also shows a power efficiency of
0.2081 TOPS/W and an area efficiency of 0.7638 GOPS/mm2.
An FOM based on the power efficiency, operating frequency,
normalized process, and normalized voltage showed that our
design is the best so far. The same methodology can be utilized
in a more advanced CMOS process for better performance.
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fabrication and measurement, and R/V Legend ship in open
water testing.

APPENDIX

Table VI shows all the symbols that are used in the text.
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