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Abstract— A complementary all-N-transistor (CANT)
comprising the ANT logic and a novel inverted ANT logic
is proposed in this paper. The threshold voltage of the
transistors in the ANT logic’s N-Block is variable depending
upon the operation of the entire logic block. In the evaluation
phase, the bulk voltage of the transistors in the N-Block is
raised to VDD − Vthn such that the drain current therein
is increased to enhance operation speed. In the pre-charge
phase, the bulk voltage of those transistors in the N-Block is
reduced to its normal voltage level such that the subthreshold
leakage current is dropped to reduce power consumption. By
utilizing such a variable bulk voltage scheme in the CANT,
a 32-bit CLA is designed to justify the low power and high
speed performance. The power dissipation is 143 mW at 5.4
GHz clock rate given the worst PVT (SS, 1.08 V, 75oC) condition.

Keywords—Complementary all-N-transistor (CANT), tree-
structure, carry lookahead adder (CLA), “o” cell, ANT.

I. INTRODUCTION

The high-speed logic operation is one of the major de-
mands for CPUs, DSPs, 3D display processors, etc. CMOS
dynamic logic has been recognized as one of promising
options to challenge over 10 GHz operation regarding adder
designs. The pipeline structure design is welcomed to increase
the operation speed as well as throughput. All-N-logic (ANL)
[1] shows a high speed performance by a simple structure
driven by a single-phase clock. However, if NMOS transistors
in the N-Block of ANL stack up too long (level > 3), the
operation speed is substantially dropped. In order to resolve
this problem, the all-N-transistor (ANT) logic is then pro-
posed [2]. ANL and ANT structures are proven to be able
to realize inverted and non-inverted logics. By integrating
these two logics alternatively, the logic complexity of the
pipeline structure will be simplified besides the feature of
operating at both rising and falling clock edges. Unfortunately,
the transition time of the inverted logic is far larger than
that of the non-inverted logic. If we combine these two
logics directly, the clock rate will be compromised because
of the inverted logic. Therefore, only the non-inverted logic
is utilized in prior designs with non-overlaping dual clock
signals to achieve high-speed pipelining. As a consequence,
the clocking complexity is increased and extra glue logic is

needed to convert the non-inverted logic into inverted logic
functions.

Besides, as the CMOS power dissipation is known to be
Pdiss = f ×C × V 2, where f is the frequency of transitions,
C is the load, V denotes the voltage swing, higher operation
speed demands higher power dissipation. Therefore, dynamic
threshold voltage for the bulk of transistors has been proposed
to provide high speed and low power consumption in CMOS
circuits. [3] applied the bulk dynamic threshold in the true-
single-phase-clocking (TSPC) logic. However, the TSPC logic
contains PMOS which is not suitable in high speed circuits.
[4] and [5] used the bulk dynamic threshold technique in
domino-like dynamic logic. However, the bulk bias is driven
by the clock signal to drastically increase the load of the clock.
Moreover, the domino-like dynamic logic can not be integrated
in TSPC or ANL structures. Therefore, we propose a comple-
mentary all-N-transistor (CANT) structure to resolve all of
the mentioned difficulties. To justify the performance, a 32-
bit tree-structure carry lookahead adder (CLA) design utilizing
the proposed inverted and non-inverted logics alternatively to
simplify the circuit complexity is implemented.

II. COMPLEMENTARY ALL-N-TRANSISTOR (CANT)
LOGIC

A. Non-inverted ANT Logic (ANTP)

The structure of a non-inverted ANT logic (ANTP) is
shown in Fig. 1. If the N-Block logic in the ANTP is turned on,
the output signal OUTP will be pulled up high. Otherwise it
will be pulled down low. Therefore, the output logic state and
the N-Block logic state are the same, namely “non-inverted”
logic. The detailed operation is described as follows.

• Pre-charge phase: When the input signal CLK = 0,
NM1P and NM4P are turned off. Then the pass/stop result
of N-Block can not affect the output signal OUTP. Node
BP keeps in low via NM2P. NM3P is turned off and node
AP remains high. This makes the output state to stay as
the previous state.

• Evaluation phase: When the CLK = 1, PM1P is closed,
NM1P and NM4P are turned on.

If the N-Block is evaluated to “stop”, node AP will
stay high. In the meantime, PM2P will be turned off and
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Fig. 1. Non-inverted ANT logic (ANTP).

NM2P will be turned on. The output will be pulled down
via NM4P and NM2P.

If the N-Block is evaluated to “pass”, node AP will
be pulled down via the N-Block and NM1P. When the
voltage of node AP drops below (Vdd − Vth), where the
Vdd is the supply voltage and the Vth is the threshold
voltage of the MOS, respectively, PM2P and PM3P start
to turn on slowly. The output signal OUTP and node
BP will be pulled up high, and NM3P will be turned
on because the voltage of node BP is larger than Vth.
Therefore, not only will the charge at node AP be
discharged faster via NM3P and NM1P, but also the
output signal OUTP and node BP will be charged to
high via PM2P and PM3P.

B. Inverted ANT Logic (ANTN)

The inverted ANT logic (ANTN) is shown in Fig. 2. When
the input clock signal CLK = 0, the output signal OUTN
depends on the state of the N-Block. If the N-Block logic
in the ANTN is turned on, the signal OUTN will be pulled
down low. Otherwise, it will be pulled up high. Therefore, the
output logic state and the N-Block logic state are opposite,
namely “inverted” logic. The detailed operation is described
as follows.

• Pre-charge phase: When the input signal CLK = 1,
PM1N and PM4N are turned off. Then the pass/stop
result of N-Block can not affect the output signal OUTN.
NM2N is turned off because node AN is pulled down via
NM1N. Node BN keeps in high via PM2N and forces
PM3N to turn off. The output signal OUTN stays the
same as the previous state because PM4N and NM2N
are closed.

• Evaluation phase: When the CLK = 0, NM1N is closed,
PM1N and PM4N are turned on.
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Fig. 2. Inverted ANT logic (ANTN).

If the N-Block is evaluated to “stop”, node AN keeps
in low. In the meantime, NM2N will be turned off and
PM2N will be turned on. The output will be pulled up
via PM4N and PM2N.

If the N-Block is evaluated to “pass”, node AN will be
pulled up via the N-Block and PM1N. When the voltage
of node AN increases over Vth, NM2N and NM3N start
to turn on slowly. Notably, node AN can not be fully
pulled up to Vdd through the NMOS stack and PM1N
and the charging speed is very slow. However, OUTN
and node BN are pulled down via NM2N and PM4N.
PM3N will be turned on as soon as node BN drops below
(Vdd − Vth). Then, node AN can charge fast via PM3N
and fully pull up to Vdd. NM2N and NM3N can turn on
very fast because node AN is on and consequently speed
up discharging OUTN and node BN.

Though node AN can not directly pull up to Vdd via the
N-Block, it will be fully pulled up to Vdd via the feedback path
composed of NM3N and PM3N. By contrast, even though the
node AN in ANTN logic can reach the voltage of Vdd, the
charging speed is much slower than that of the node AP in
ANTP logic [6]. This problem demands long computing time
for the N-Block in ANTN logic to turn on. When the ANTP
logic and ANTN logic are integrated in a pipeline structure,
the speed of ANTN logic is much slower than that of ANTP
logic such that the overall operating speed is reduced. In order
to resolve this problem, we propose to utilize the bulk dynamic
voltage technique to the N-Block in the ANTN logic.

A simple thought to enhance the speed of the ANTN logic
is to change the bulk voltage of the transistors in its N-Block
when the evaluation is carried out.

Evaluation Phase by dynamic bulk voltage: When the
ANTN logic enters this phase, the N-Block has to decide
“pass” or “stop”. In either case, a large current is required to
speed up the whole evaluation. According to the well known



Eqn. (1).

Vth = Vth0 + γ(
√
| − 2ΦF + VSB | −

√
| − 2ΦF | (1)

where, Vth0 is the threshold voltage when VSB = 0, γ is the
body-effect coefficient, 2ΦF is the silicon surface potential
at the onset of strong inversion which is equal to -0.6 V for
typical p-type substrates, VSB is the source to body voltage.
When the MOS has a positive VSB , Vth will be decreased
and the D-S current of the MOS transistor will be increased.
Therefore, we use NM4N to increase the VSB of NMOS when
the N-Block is expected to evaluate such that the node AN of
ANTN can be pulled up faster. When the ANTN logic operate
in the evaluation phase (CLK = 0), NM4N is turned on and
the bulk of the NMOSs will be raised up to a Vdd − Vth.
The current in such a scenario will be larger than that of the
N-Block of ANTP blocks in the same phase.

Pre-charge Phase by dynamic bulk voltage: In this
phase, the speed is no longer a primary consideration. By
contrast, the power is the major factor. By considering the
subthreshold current equation of MOS transistor:

Isub = Io
W

L
e

VGS−Vth
nvt (2)

where Vth is the MOS threshold voltage, vt is the thermal
voltage (= KT/q) which is equal to 26 mV at 300oK, n is
the subthreshold slope parameter. A lower Vth will dissipate
less subthreshold leakage current which is why we propose to
restore the bulk voltage to its normal level in this phase.

C. Tree-Structured CLA

A 32-bit tree-structured CLA using the proposed CANT
is illustrated in Fig. 3. We use the ANTP to realize the
p, g generator. The propagation and generation signals can
be generated at the rising edge of the clock signal. The 5-
Stage “o” cell Array is composed of ANTN and ANTP
alternately in a form of “N-P-N-P-N”. Every single stage can
be calculated at the corresponding edges of the clock. In other
words, the result of 5-Stage “o” cell Array will generate
outputs after 2.5 clock cycles. The SUM Stage consists of
ANTP blocks. Therefore, the output of the proposed CLA
design is available within a total of 3.5 clock cycles.
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Fig. 3. Block diagram of the proposed design

The “o” cell is the basic component of the tree-structure
adder and can produce the carry out signal parallelly [7].
Traditional carry lookahead logic will be very complicated if
long data word addition is required. The tree-structure CLA
brings the advantages of parallel computing and low circuit
complexity [8]. In this work, we use CANT to implement the
adding cell and produce the carry out signals in a pipeline
structure. ANTP (non-inverted logic) and ANTN (inverted
logic), works at rising and falling clock edges, respectively,
to double the throughput. These two logics are cascaded
alternatively to achieve high speed parallel computing.

Fig. 4 shows the structure of the 5-Stage “o” cell Array.
The hollow circular and black circular in Fig. 4 denote an
“o” cell and a delay cell, respectively. The function of the “o”
cell is shown in Fig. 5, where the “o” operator produces the
propagation and generation signals.
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Fig. 4. Structure of the 5-Stage “o” cell Array
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Fig. 5. The “o” cell operator

In CLA designs, the propagation signals and generation
signals are needed to calculate sums and carry signals. Propa-
gation signals are resulted from pi = Ai⊕Bi, while generation
signals are gi = Ai · Bi. Thus, sum and carry signals are
si = pi⊕ci−1 and ci = gi+pi·ci−1, respectively, where Ai and
Bi are input signals, ∀i, i = 1, ..., 31. Assume that (G1, P1) =
(g1, p1), i = 1; (Gi, Pi) = (gi, pi)o(Gi−1, P i − 1), 2 ≤ i ≤
31; c0 = 0. When i = 1, c1 = g1 +(g1 ·c0) = g1 = G1. When
i > 1 and ci−1 = Gi−1, we can induce the following general
form:



(Gi, Pi) = (gi, pi)o(Gi−1, Pi−1)
= (gi, pi)o(ci−1, Pi−1)
= (gi + (pi · ci−1), pi · Pi−1) (3)

Thus, Gi = gi +(pi · ci−1). According to Eqn. (3), we can get
Gi = ci. Therefore, the carry out signals can be computed by
the “o” cell array.

III. SIMULATION AND IMPLEMENTATION

TSMC (Taiwan Semiconductor Manufacturing Company)
0.13 μm 1P8M CMOS process is adopted to carry out the pro-
posed 32-bit tree-structure CLA design using the CANT logic.
Fig. 6 shows the simulation results of the proposed design
which executes 32’b(11...11) + 32’b(00...01) and 32’b(00...00)
+ 32’b(11...11). Fig. 7 shows the layout of the proposed design
and the core area is 0.08481 mm2. The power dissipation of
the proposed design is less then 143 mW at 5.4 GHz clock
rate. The comparison with prior designs is tabulated in Table I.
The power delay product (PDP) of our CLA is reduced more
than 23% relative to the prior work in [10] given the same
clock rate. The saving in power alone is more than 18%.
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Fig. 6. Simulation waveform of the proposed design

Ours ANT [9] DPANL [10] DPANL [10]
Process (µm) 0.13 0.35 0.35 0.13

Clock Rate (GHz) 5.4 1.25 1.85 5.4
Power (mW) 143 N/A 1000 175

Adder Area (mm2) 0.085 1.86 0.7 0.096
PDP (J−10) 0.265 N/A 5.405 0.342

TABLE I

COMPARISON WITH PRIOR DESIGNS

IV. CONCLUSION

In this paper, we have proposed a high speed and low
power CANT logic which is used for the implementation of
CLAs. The technique of bulk dynamic threshold voltage is
employed to increase the computing speed and reduce the
power consumption. The CLA generates correct output after
3.5 cycles of delay given a 5.4 GHz clock. The post-layout
simulation shows that 18% power is saved compared to the
prior designs.
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Fig. 7. Layout of the proposed design
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