
Switching Activity Analysis of Shifters and

Multipliers for Application to ROM-less DDFS

Architecture Selection for Low Power Performance

Abstract— A dynamic power estimation method for critical
logic cirucits used in ROM-less direct digital frequency syn-
thesizer (DDFS) designs is proposed, including the analysis of
switching activity of adders, shifters, and multipliers. Most
important of all, the analytic solutions of the logic circuits’
bit switching activity are dervied, respectively. As soon as the
partitions of the π

2
and the polynomial interpolation equations are

given, the proposed method is able to assess the overall switching
activities such that the power profile of different combination of
partitions and equations can be predicted before any physical
implementation using logic circuits. The accuracy of the power
dissipation profile with respect to the estimation using the state
of art is increased by 10∼78%.

Keywords—ROM-less DDFS, polynomial interpolation, dy-
namic power estimation, bit switching activity, spurious free
dynamic range (SFDR)

I. INTRODUCTION

Frequency synthesizer is a very critical sub-system to gen-

erate signals with a selective frequency in various applications,

e.g., portable devices, CDR (clock and data recovery), GPSs

(Global Positioning Systems), etc. Phase-locked loop (PLL)

has been widely used in the realization of the frequency

synthesizer [1]- [2]. PLL-based frequency synthesizers were

also been criticized by the intrinsic slow frequency switching

speed and poor spectral purity [3]. Therefore, the PLL-based

frequency synthesizers become questionable when they are

expected to meet the demand of fast frequency switching.

DDFS proposed in 1971’s [4], where the amplitude data are

stored in ROM-based look-up table, has been considered as

another possible solution to carry out frequency synthesizers.

The samples of sine wave amplitude are stored in the ROM-

based look-up table, which are accessed on demand and then

converted into digital pattern sequences by the amplitude

complementor. Finally, a digital-to-analog converter (DAC)

converts the digital patterns into an analog sine wave signal.

Apparently, this kind of DDFS is suffered from large chip
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area, long access time, and huge power dissipation caused by

the ROM table.

By contrast, the ROM-less DDFS demonstrates many ad-

vantages, including high spurious free dynamic range (SFDR),

design felxibilty, and low area cost [5], [6]. The major differ-

ence of this approach is to replace the ROM-based look-up

tables with high-order polynomial algorithms in the realization

of the phase-to-amplitude converters (PAC). However, any

algorithm based on high-order polynomials leading to very

complicated hardware implementation will not provide high

speed output signals. For instance, According to the statement

of the prior work [8], any polynomial with order higher than

3 may be inefficient to attain high SFDR. Besides, power

consumption has become the major concern for many recent

portable applications. Lopelli et al. managed to propose a

power-consumption estimation method for ROM-based DDFS

designs [7]. However, regarding the power estimation for

ROM-less DDFS designs, none of any effective method was

proposed yet. Notably, the most power-consuming blocks of

ROM-less DDFS circuits are multipliers and shifters [9], since

these 2 blocks are the most computation intensive units. There-

fore, analytic solutiona to estimate the power consumption of

these two blocks is disclosed in this work besides that of the

adder. The result of the proposed theory is extremely helpful

to evaluate the power consumption profile before a ROM-less

DDFS design is realized on silicon.

II. SWITCHING ACTIVITY ANALYSIS OF SHIFTER AND

MULTIPLIER IN ROM-LESS DDFS

A. Switching activity assumption

The major power consumption of logic circuits is dominated

by dynamic power, which is governed by Pdyn = α ·f ·C ·V 2,

where f is the system clock, C is the area or capacitance, V is

the system supply voltage, and α denotes the switching activity

of 0 → 1 [9]. Since the system clock and supply voltage can

be assumed the same for any DDFS implementation and C is

basically a random variable hard to be formulated, α becomes

the only factor for dynamic power estimation. Therefore, we
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take advantage of calculating the number of bit switching,

i.e., (bit length) × (probability of 0 → 1) to assess the power

consumption.

B. Switching activity analysis of shifters

As addressed earlier, the shifter is one of the most com-

putation intensive logic circuits in ROM-less DDFS designs.

Certainly, it is also deemed as a computation intensive logic

block in other digital circuit designs. Fig. 1 is an illustrative

example of 4-bit logic right shifter composed of 2 layers

of MUXs (multiplexers) to demonstrate how the switching

activity is analyzed.

0 1 0 1

x3 x2 x1 x0

2-bit right shift

1-bit right shift

0

shift 1 

shift 0 

y3 y2 y1 y0

1/21/21/21/201/201/2

1/21/21/21/4 1/401/4 1/4

r3 r2 g1 g0

Fig. 1. 4-bit logic right shifter

Assume the probability of every input of the shifter to

be “1”, namely Prob(1), is 1/2. xi, i = 3, 2, 1, 0, are the

data to be shifted, and yi, i = 3, 2, 1, 0, are the data to be

output. r3, r2, g1, g0 are the outputs of the top layer MUX,

respectively. By simple mathematical derivation, the Prob(1)

of r3, r2, g1, g0 is found to be 1/4, 1/4, 1/2, 1/2, respectively.

Thus, if the 2-to-1 MUXs are classified by the combination of

Prob(1) of the inputs, there are a total of 5 types.

1). red MUXs : Prob(1) of 2 inputs are (1/2, 0)

2). green MUXs : Prob(1) of 2 inputs are (1/2, 1/2)

3). blue MUXs : Prob(1) of 2 inputs are (1/4, 0)

4). purple MUXs : Prob(1) of 2 inputs are (1/4, 1/4)

5). yellow MUXs : Prob(1) of 2 inputs are (1/2, 1/4)

As soon as we are aware of Prob(1) of each internal node

of the shifter, the switching activity, i.e., Prob(0→1), can be

derived as well. It turns out that the switching activity of

MUXs in this kind of shifter is either 5/8 or 7/8. Those MUXs

with 5/8 switching activity is located at the lower left side of

the shifter, while the rest of the MUXs are with 7/8 switching

activity. Fig. 1 is degenerated to be Fig. 2, where the yellow

MUXs attain 5/8 switching activity, while the green MUXs

have 7/8.

0 1 0 1

x3 x2 x1 x0

2-bit right shift

1-bit right shift

0

shift 1 

shift 0 

y3 y2 y1 y0

Fig. 2. Degenerated 4-bit logic right shifter

By the similar thought, the switching activity of an n-bit

shifter can be analyzed as well. First of all, the number of

MUX layers is found as follows.

stage = ceil (log2 (n)) (1)

where ceil( ) is the ceiling function. Notably, the number of

yellow MUXs in each layer is close to a geometric series. For

instance, the first (top) layer has 2, the second layer has 2

+ 1, and so on. The ratio is 1/2 in this series. In summary,

the number of yellow MUXs in the f-th layer is concluded as

follows.

S (f) =

f
∑

w=1

2(stage−1)
·
1

2

(w−1)

(2)

The total bit switching number of the f-th layer can be

derived by 2 different scenarios : the number of inputs is larger

than that of the yellow MUXs in the same layer or not.

case 1). If the number of inputs is smaller than that of the yellow

MUXs in the same layer, then all the MUXs are “yellow”

type.

case 2). If the number of inputs is larger than that of the yellow

MUXs in the same layer, then the extra MUXs are

“green” type.

The above observation leads to the formulation of the

following equations, where Pshifter (f) denotes the overall bit

switchings of the f-th layer.

Pshifter (f) =

{

5
8 · n if n ≤ S(f)
5
8 · n+ 7

8 · (n− S(f)) if n > S(f)

Thus, the overall bit switchings of n-bit shifter is summa-

rized as follows, where “stage” stands for the number of layers

defined in Eqn. (1).

Pshifter (n) =

stage
∑

f=1

Pshifter (f) (3)

C. Switching activity analysis of array multipliers

Although array multipliers are not as fast as other types of

fast counterparts, e.g., booth multipliers, it has the advantage

of regularity such that the bit switching activity is predictable.

Fig. 3 is a simple 4-bit array multiplier for illustration of

the switching activity therewith. Besides conventional logic

gates, e.g., AND, HA (half adder) and FA (full adder), the

core of the array multiplier consists of MFA (modified full

adder) and MHA (modified half adder). An interesting and

obvious feature of the array multiplier is that the distribution

of those mentioned logic blocks are quite regular, which

can be easily derived by commercial software tools, e.g.,

MATLAB. A total of the n2 AND gates are needed in the

multiplier, including those placed in the black dashed box at

the upper left corner and those utilized in MFAs and MHAs.

MHAs in the red dashed box right below the top AND gates

have inputs (A(i−n+1), Ai). Those MFAs in the green dashed

box are driven by inputs of (S(i−n+1), Ai, C(i−n)). By the

similar observation, those in the purple dashed box are driven

with (S(i−n+1), C(i−n)), those in the yellow dashed box are
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(S(i−n+1), C(i−n), C(i−1)), those in the blue dashed box are

(A(i−n+1), Ai, C(i−n)), and those in the brown dashed box are

(A(i−n+1), C(i−n), C(i−1)), where Ai, Ci, Si are the generated

addends, carry out, and sum, respectively, of each block.

Although the number of the blocks in Fig. 3 is n(n+1)−1, the

blocks left to be derived with respect to the switching activity

is MFA and MHA. The reason is the switching activities of

AND, HA and FA, are well known.
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C S
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Fig. 3. 4-bit array multiplier

• analysis of MFA : Referring to Fig. 4, assume the probability

of logic 1 at every input is 1/2. Thus, the following switching

probability at each node is derived.

1). Pnet1 = Prob(0) · Prob(1) = 3
4 ·

1
4 = 3

16
2). Pnet2 = Prob(0) · Prob(1) = 1

2 ·
1
2 = 1

4
3). Pnet3 = Prob(0) · Prob(1) = 3

4 · 1
4 = 3

16
4). Pnet4 = Prob(0) · Prob(1) = 7

8 ·
1
8 = 7

64
5). PS = Prob(0) · Prob(1) = 1

2 ·
1
2 = 1

4
6). PCout = Prob(0) · Prob(1) = 5

8 · 3
8 = 15

64

In summary, the total switching activity of an MFA is the

summation of all the above numbers, which is 39
32 .
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net4
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Cout

Fig. 4. MFA

• analysis of MHA : The derivation of MHA is similar to that

if MFA. Referring to Fig. 5, the following results are attained.

1). Pnet5 = Prob(0) · Prob(1) = 3
4 ·

1
4 = 3

16
2). PS = Prob(0) · Prob(1) = 1

2 ·
1
2 = 1

4
3). PCout = Prob(0) · Prob(1) = 7

8 · 1
8 = 7

64

Thus, we conclude that the overall switching activity of an

MHA is 35
64 .

HA

Cout
S
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in1

S

❝outin1

ai net✺

Fig. 5. MHA

By plugging all the switching activities of AND, HA, FA,

MFA and MHA into the general form generated form derived

from Fig. 3, the overall switching activity of an n × n array

multiplier can be attained.

D. Application to ROM-less DDFS design selection

As stated earlier, although DDFS is a critical component in

many applications, it is hard to predict its power dissipation

before it is physically realized. By taking advantage of the

above approach, it is quite easy to find out the possible

performance of power dissipation for different realization

architecture. Fig. 6 shows a straight forward implementation

of DDFS realization using linear interpolation equations as

follows.

yi(x) = aix + bi, i = 1 ∼ 8 (4)
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Fig. 6. Realization of a linear interpolation DDFS

The total switching activity of the linear interpolation re-

alization for ROM-less DDFS is summarized in Eqn. (5),

where FCW stands for the frequency count word of the

DDFS. In other words, any ROM-less architecture is “power-

consumption” predictable as long as the word length and the

characteristic equations are given.

Plinear−DDFS = PADD (FCW ) + PDFF (FCW )

+ PINV (0.5 · FCW − 2)

+ PMUX ((0.5 · FCW − 2) , 2)

+ PMUX (A, 8) + PMUL (6)

+ PDFF (FCW ) + PMUX (B, 8)

+ PADD (OUT ) + PINV (OUT )

+ PMUX (OUT, 2) (5)
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III. SIMULATION AND VERIFICATION

To verify the performance of the proposed approach, 3

different types of interpolation-based ROM-less DDFS with

FCW = 32 bits, namely, parabolic, quasi-linear, and linear are

carried out using TSMC 0.18um Mixed Signal/RF Process

cell library and Altera FPGA Cyclone II EP2C35F672C6

platform. All of the realized DDFSs are functionally proved

given different system clocks, including 20, 40, 50, 60, 80,

100, and 120 MHz, to justify the power dissipation prediction.

Fig. 7 summarizes the power dissipation of the 3 types of

DDFS designs given different clock rates using the mentioned

TSMC cell library, where the verification tool is Design

Compiler. By contrast, the same 3 designs are also realized and

downloaded to the mentioned FPGA platform to be verified.

Fig. 8 shows the overall power dissipation over the designated

frequency range of this experiment.

Fig. 7. Power dissipation summary by TSMC cell library in Design Compiler

Fig. 8. Power dissipation summary by Altera FPGA platform

Since the parabolic interpolation has been recognized as the

most accurate DDFS implementation approach [10], it is fair

to use it as the standard normalization factor to make a fair

comparison. The accuracy of this work compared with a recent

report is given in Table I. Apparently, the proposed approach

drastically increases the estimation accuracy by least 10%, and

up to 78%.

linear

parabolic
=

switch power of linear interpolation

switch power of parabolic interpolation

quasilinear

parabolic
=

switch power of quasilinear interpolation

switch power of parabolic interpolation

TABLE I

PERFORMANCE COMPARISION

[11]
linear

parabolic
of this work

quasilinear

parabolic
of this work

year 2017 2018 2018

error 29% 26.14% 6.17%

IV. CONCLUSION

An effective and simple approach to analyze the bit switch-

ing activities of major logic circuits such that the dynamic

power profile can be estimated before the ROM-less DDFS

is realized on silicon. Physical verification by both cell li-

brary and FPGA platform also verify the correctness and the

accuracy of the derived analytic solutions, which will relax

and facilitate the low-power DDFS design as soon as the

architecture and the polynomial equations are given.
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