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Abstract— A 4-stage pipeline ROM-less direct digital frequency
synthesizer (DDFS) with equal division interpolation is proposed
in this work. To attain higher SFDR (spurious free dynamic
range) and faster clock rate, the hardware cost and delay
using different segments with various interpolation equations
are analyzed systematically to explore the optimal solution. The
parabolic equations with proper selection of coefficients and
factorized operation orders based on optimized hardware cost
and delay are finally utilized to enhance SFDR. The proposed
design is demonstrated by the physical implementation on Altera
FPGA platform. The average SFDR is measured to be 68.4242
dBc with 1.1659 dBc deviation over 33 times of experiments. The
measured SFDR is proved to outperform many previous DDFS
works even if they were implemented on silicon.
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I. INTRODUCTION

Frequency synthesizers have been one of the most impor-

tant roles in recent communication systems, mobile phones,

medical bio-sensing devices, and global positioning system

(GPS). They are mainly in charge of generating digital or

analog signals with various frequencies. DDFS was firstly

proposed in 1971’s [1], where the amplitude data are stored

in ROM-based look-up table. A generic DDFS structure is

shown in Fig. 1. Since there is no need of the feedback

loop and VCO (voltage-controlled oscillator), DDFSs are able

to achieve fast frequency switching and the wide output

range more easily than the PLL-based solutions. However, the

bottleneck of DDFS implementation is the generation of a pure

sinusoidal output. When the demand of high resoltuion of the

sinusoidal output is required, the size of the ROM increases

exponentially resulting in the major drawback of the ROM-

based implementation architecture.

By contrast, many researches have also reported ROM-

less DDFS designs, e.g., [9], [10], where different algorithms

were used instead of ROM tables to realize the phase-to-

amplitude converter (PAC). These ROM-less DDFS works
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demanded complicated polynomials to carry out the phase-

to-sine mapper. However, any polynomial whose order is

higher than three was found inefficient to be implemented if

considering the feasibility of hardware realization [5]. Besides,

the spurious free dynamic range (SFDR) of sine wave will

be limited. Recently, several ROM-less DDFS [2], [3], [4],

[6] has been developed to realize the PAC, i.e., the critical

path of DDFS. However, these DDFSs based on 2nd-order

polynomials still can not achieve high SFDR performance

without sacrificing the speed.

To increase SFDR and reduce power dissipation, the 2nd

order polynomials with equal division in a pipeline archi-

tecture is proposed in this design. Most important of all,

different orders of mathmetical operators of the 2nd-order

polynomial are fully analyzed to find out the optimal SFDR,

output frequency and power consumption.

Fig. 1. Generic DDFS structure

II. DDFS DESIGN USING FACTORIZED PARABOLIC

EQUATIONS

The sine wave is governed by the non-linear equation,

f(x) = sin(x). Theoretically, synthesizing a full sinusoidal

wave (0 ∼ 2 · π) can be achieved by synthesizing one quarter

of the full cycle, namely (0 ∼
1

2
·π), and then bilateral sysmetry

with respect to a vertical line and x-axis, as shown in Fig. 2,

is used to generate the other 3 quaters. DDFS means to take

advantage of digital logic and algorithms to generate a wave
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form close to the real sinusoidal wave. Thus, the interpolation

approach using low-order polynomials (or called equations) is

widely adopted to speed up the sine wave generation.

Fig. 2. Symmetry of sine wave

A. Interpolation schemes for DDFS

The selection of interpolation schemes will directly affect

error, speed, and particularly SFDR. Three common inter-

polation schemes using low-order polynomials are linear in-

terpolation (1st-order polynomials), quasi-linear interpolation

(combination of 1st-order and 2nd-order polynomials), and

parabolic interpolation (2nd-order polynomials), [7], [8]. The

linear interpolation apparently has the edge of simplicty with

poor accuracy. By contrast, the parabolic interpolation taking

advantage of the similarity between sin(x) and the parabolic

function. However, the price to pay is high computation

complexity. As for the quasi-linear interpolation, the synthesis

of the sine wave close to the origin is based on linear

polynomials, and that of the region close to 1

2
π is based on the

parabolic polynomials. That is, the quasi-linear interpolation

manages to fully take advantage of 1st and 2nd polynomials

to attain the minimal error. However, this scheme needs more

sophisticated logic control and region division considerations.

Besides the selection of different interpolation schemes, how

the entire region to be synthesized is segmented is another

issue to be resolved. Theoretically, more segments are utilized

and synthesized will result in higher accuracy. However, the

design complexity will increase, and the speed will be reduced.

For instance, will the 8-segment division of 0 ∼
1

2
π have a

better SFDR than 4-segment? Or the SFDR performance of

equal segements better than that of unequal segments? How

to partition the entire 0 ∼
1

2
π into unequal segments so that

a better SFDR will be achieved? All of these puzzles are

expected to be answered substantially.

To explore the scenarios given different interpolation ap-

proaches and different segmentations, SFDR and error simu-

lations by MATLAB are summarized in Table I. The SFDR

and maximum error results of parabolic interpolation with

8 segments is found to be better than that of quasi-linear

interpolation with 32 segments. Besides, if the design com-

plexity, area overhead, and switching speed are taken into

consideration, the parabolic interpolation with 8 segments

seems to be a better option.

TABLE I

PERFORMANCE GIVEN DIFFERENT SEGMENTATION AND INTERPOLATION

Parabolic Quasi-linear Linear
interpolation interpolation interpolation

Segment Max. Error SFDR Max. Error SFDR Max. Error SFDR

4 4.97× 10
−4 86 1.28× 10

−3 71 6.29× 10
−3 53

8 6.30× 10−5 106 4.67× 10−4 81 1.59× 10−3 65

16 7.92× 10−6 123 1.35× 10−4 93 4.01× 10−4 78

32 9.97× 10
−7 142 3.61× 10

−4 105 1.00× 10
−4 90

When it comes to the performance priority, SFDR is well

recognized to be more important than the maximum error

such that the parabolic interpolation method is apparently

better than the other two methods. We then explore the error

distribution of different segmentations of the parabolic interpo-

lation method by MATLAB simulations. Fig. 3 demonstrates

the error distribution of 4 different segmentation scenarios.

Notably, although 32-segment partition has the minimal error

distribution, 8-segment parition with over 100 dBc SFDR is

much more easy to be realized on silicon. Thus, the parabolic

interpolation with 8-segment partition is chosen to be realized

in this investigation.

Fig. 3. Error distribution of different segmentations

1) Parabolic polynomial interpolation derivation: A quad-

rant of sinusoid is partitioned into i segments, where every

segment is approximated by the 2nd-order parabolic equation,

and each segment has m sampling points, as shown in Eqn.

(1).

yij(xij) = (aixij + bi)xij+ci, i = 1 ∼ 8, j = 1 ∼ m (1)

According to the calculation method of [5], the least square

method is used to attain the coefficients, we differentiate Eq.

(1) to get Eqn. (2) such that the optimal “ai” and “bi“ will be

found.

y
′

ij(x) = 2aixij + bi, i = 1 ∼ 8, j = 1 ∼ m (2)



2) Selection of pipelining stages: Pipelining is a well-

known method to enhance clock rate and throughput. However,

how many stages of pipelining is needed in the 8-segment

DDFS design using 2nd-order parabolic polynomial, namely

Eqn. (1), is the next issue to be resovled. Although higher order

of pipelining is feasible, the increase of clock rate becomes

very obscure and the hardware cost turns into quite significant.

Therefore, a 4-stage pipeline structure is selected to carry out

the proposed DDFS design as shown in Fig. 4

Fig. 4. Diagram of 4-stage pipeline DDFS

3) SFDR simulation by MATLAB: The above 4-stage DDFS

design is firstly simulated by MATLAB using the toolbox

therewith to attain the sinusoidal outcome as shown in Fig.

5, where the SFDR is also found to be 74 dBc.

Fig. 5. Synthesized sine wave genearted by MATLAB

III. VERIFICATION BY FPGA EMULATION

1) FPGA emulation and experiment: The proposed 4-

stage pipeline DDFS using parabolic equations is coded using

Verilog and downloaded to Altera DE2 FPGA platform, which

is product no.: EP2C35672C6, where a 10-bit DAC (digital to

analog converter, ADV7123) is included. The experimental site

is shown as Fig. 6, where LeCroy WaveRunner 610Zi is used

as an OSC to display the measurement results.

Fig. 6. FPGA experimental setup

Fig. 7 is the measurement display on the OSC, where the

power performance is displayed by dBm. If it is converted into

dBc, the readings must be doubled by the basics definitions in

Eqn. (3) and (4). Hence, the dBc is normalized to be 68, since

the reading of dBm is 34. The experiment has been carried

out 33 times to attain a meaningful statistic result. The overall

histogram is shown in Fig. 8, where the average is 68.4242

dBc, and all of the measured readings are distributed within

≤ 3σ, where σ = 1.1659 dBc, which justify the credibility and

repeatability of the measurement.

dBm = 10 · log(
P

1mW
) (3)

2 · dBm = dBc → 34 dBm = 68 dBc (4)

The reason why the measured SFDR lower than that derived

by MATLAB is resulted from the imperfection of DAC, which

is the 10-bit DAC (ADV7123) inlcuded in the FPGA. The INL

(integral nonlinearity) disclosed in ADV7123 is given in Fig.

9, which is as high as 0.75 LSB.

2) Performance comparison: Referring to Table II, the pro-

posed design is compared with several recent DDFS reports.

Our design is the only one not implemented on a single silicon.

By contrast, it is the only one measured by FPGA emulations.

However, the SFDR attained by our design outperforms the

rest of DDFS designs. This comparision proves that the

effectiveness of the proposed design method.

TABLE II

SFDR PERFORMANCE COMPARISON

[2] [4] [12] [13] this work

year 2013 2016 2017 2017 2018

process µm CMOS 0.13 0.18 0.065 0.18 FPGA

FCW (bits) 32 17 24 16 32

O/P resolution (bits) 12 10 10 16 24

clock rate (MHz) 650 100 2000 1000 100

verification Meas. Meas. Meas. Simu. Meas.

SFDR (dBc) 60 52.47 56.5 49.1 68.4242

IV. CONCLUSION

According to the measurement by FPGA emulation and the

comparison with recent DDFS designs realized by expensive

CMOS processes, our design demonstrates the superior DDFS

performance provided that the DAC has a subpar INL. This

outcome justifies that the proposed factorized equations and

pipeline structure are very efffective in the implementation of

high-SFDR DDFS designs.



SFDR = 34 dBm = 68 dBc
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Fig. 7. SFDR measurement on FPGA platform by spectrum analysis

Fig. 8. Histogram of SFDR measurement
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