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Abstract—Physical unclonable functions (PUFs) are increas-
ingly recognized as a key technology for enhancing hardware and
the Internet of Things (IoT) security. The IoT devices are often
plagued by weak security measures, making them susceptible to
various external threats. To address these vulnerabilities, robust
and reliable security solutions are critical. This study introduces a
highly reliable and low-power PUF application-specific integrated
circuit (ASIC) design specifically designed for the IoT security
applications. Initially, the proposed design is deployed on a
Xilinx ZYNQ 7000 field-programmable gate array (FPGA) board
operating at 100 MHz and later designed and fabricated using the
Cadence Innovus in the 180-nm CMOS process on silicon. This
work presents and evaluates a novel XNOR–XOR ring oscillator
(RO) PUF with a configurable frequency. The design’s perfor-
mance is analyzed using statistical metrics, including reliability,
uniqueness, and uniformity. The XNOR–XOR RO PUF ASIC
demonstrates max reliability of 91.92%, a uniqueness of 49.62%,
and a uniformity of 50.19% on silicon.

Index Terms—Application-specific integrated circuit (ASIC),
Internet of Things (IoT), physical unclonable functions (PUFs),
reliability, uniformity, uniqueness, XNOR–XOR ring oscillator
(RO) PUF.

I. INTRODUCTION

THE Internet of Things (IoT) and mobile devices are
revolutionizing the way we interact with technology,

connecting billions of devices into a dynamic ecosystem. How-
ever, this interconnectedness introduces significant security
challenges, as devices often operate in untrusted environments
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where adversaries may have physical access. Robust, efficient
security solutions tailored to resource-constrained devices are
essential.

Conventional methods rely on nonvolatile memory [e.g.,
read-only memory (ROM), electrically erasable programmable
read-only (EEPROM), or battery-backed static random access
memory (SRAM)] to store authentication keys [1]. While
effective, these methods are costly in terms of power con-
sumption, design complexity, and manufacturing. They are
also vulnerable to invasive and noninvasive attacks, requiring
additional tamper-prevention hardware that increases cost and
energy consumption [2].

A promising alternative physical unclonable functions
(PUFs) address these limitations by embedding security
directly into the hardware, deriving unique identifiers
(“fingerprints”) from inherent manufacturing variations in inte-
grated circuits (ICs). These variations result in unique and
unclonable responses to input challenges, offering several key
advantages.

1) Cost and Power Efficiency: PUFs use simple digital
circuits that require less power and area compared to
traditional nonvolatile and volatile memory solutions.

2) Increased Security: The secret exists only when the
device is powered on, complicating physical attacks.
Any tampering alters the physical characteristics, inval-
idating the derived secret.

3) Scalability: PUFs eliminate the need for additional
expensive cryptographic hardware, such as secure hash
algorithms or encryption modules.

PUFs provide a foundation for secure key storage, strong
authentication, and anticounterfeiting. They enable hardware-
based security that is resistant to reverse engineering and
duplication [3], [4]. For example, PUFs can generate unique
device keys for authentication protocols, enhancing trust across
devices while reducing reliance on vulnerable software-based
repositories.

PUFs can be enhanced by integrating with technologies
like machine learning (ML), further strengthening security
systems, as illustrated in Fig. 1. By leveraging hardware-based
randomness, PUFs offer scalable, efficient, and cost-effective
solutions to the growing security needs of IoT and mobile
devices.

The Internet of Underwater Things (IoUT) is an emerg-
ing communication ecosystem developed for connecting
underwater objects in maritime and underwater environments
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Fig. 1. PUF with ML.

[5]. Remotely operated vehicles (ROVs) and autonomous
underwater vehicles (AUVs) are used to explore, analyze,
and interact with marine environments. These vehicles rely
on IoT-enabled sensors and real-time data exchange to
enhance navigation, mapping, and environmental monitor-
ing. However, secure communication is crucial, especially
in security-sensitive applications such as underwater surveil-
lance and defense-related operations. PUFs can play a key
role in enhancing security by generating unique, tamper-
resistant cryptographic keys. By leveraging hardware-based
randomness, PUFs enable secure authentication and prevent
cyber threats, ensuring reliable and protected data transmis-
sion between AUVs and surface stations or other underwater
vehicles. Integrating PUFs into AUVs strengthens IoT-based
maritime security, mitigating risks such as data interception
and spoofing attacks [6].

This article introduces a novel ring oscillator (RO) PUF
architecture that combines XNOR and XOR gates, allowing
external input control over the oscillation frequency. The
architecture has been first simulated, implemented on a field-
programmable gate array (FPGA), and fabricated as an IC on
silicon, following a typical procedure of physical design using
the Taiwan Semiconductor Manufacturing Company (TSMC)
180-nm CMOS process, followed by measurements to evaluate
its functionality and performance. This article is organized into
the following sections.

1) Section II: This section reviews existing RO PUF
designs and related prior work.

2) Section III: The details of the new PUF architecture are
presented, including its design principles and features.

3) Section IV: This section presents the experimental setup,
including the FPGA implementation, IC measurement,
and statistical analysis of both outcomes. The evaluation
focuses on key performance metrics such as uniqueness,
reliability, and uniformity to assess the effectiveness of

Fig. 2. Conventional RO PUF (a) without challenge code and (b) with N-bit
challenge [9].

Fig. 3. Five-stage feedforward RO PUF [10].

the proposed XNOR–XOR RO PUF in both FPGA and
application-specific IC (ASIC).

4) Section V: This section presents the conclusions drawn
from the research findings.

II. RELATED WORKS

Numerous PUFs have been proposed and successfully
implemented, broadly classified into memory-based and delay-
based PUFs. SRAM PUFs [7], a memory-based type, rely
on SRAM startup behavior but produce limited challenge-
response pairs (CRPs), making them ideal for identification
rather than authentication. Delay-based PUFs, such as arbiter
PUF (APUF) and RO PUF, offer more CRPs. An n-stage
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Fig. 4. Proposed XNOR–XOR RO PUF architecture.

APUF [8] uses n pairs of multiplexers (MUXs) to route
signals based on challenge bits, with an arbiter measuring
delay differences to generate responses. It provides many
CRPs in a compact design but has low uniqueness, which
can limit their robustness against certain attacks. On the other
hand, RO PUFs are known for their superior uniqueness and
resilience. By comparing the oscillation frequencies of ROs,
these PUFs generate responses that are highly device-specific
and harder to predict. As a result, RO PUFs are often preferred
in applications requiring strong authentication.

A 1-bit RO PUF, as illustrated in Fig. 2(a), provides a com-
pelling example. This design features two ROs that function as
clock sources for subsequent blocks, specifically the counters.
Though the ROs are designed with an identical number of
odd inverter stages, their output frequencies differ due to
inherent process variations in the individual devices. An arbiter
is then used to compare the frequencies, selecting the faster
RO and generating a response bit as the output. A MUX is
integrated between the ROs and counters to enhance the design
by enabling the use of a greater number of unique frequencies
[9]. The challenge bits serve as selection inputs for the MUXs,
allowing the system to dynamically choose between ROs based
on the given challenge code. Once the challenge code is
received, the counters are activated for a fixed duration. The
values from the counters are then forwarded to the arbiter,
which compares them to determine the final output, as shown
in Fig. 2(b). This approach improves flexibility and increases
the entropy of the PUF.

A feedforward RO-based PUF is proposed in [10], with an
example of a five-stage feedforward RO (indicated in blue
color), as illustrated in Fig. 3. Compared to conventional RO
PUFs, this design achieves a higher frequency and primarily
relies on the strength of the feedforward mechanism. The
feedforward path also increases variations in the RO frequency,
enhancing the randomness of the output.

However, implementing this design on an FPGA introduces
several challenges. First, the shared paths between the princi-
pal path (indicated in black color) and the feedforward path
can lead to synthesis errors. Second, the feedforward path
inverters bypass two inverters in the primary path, which
may result in logic errors and oscillation failures. These
issues could compromise the reliability and security of the
system.

In this work, the XNOR–XOR RO PUF architecture uses a
modified control method. An XNOR gate is introduced as the
oscillator, while additional control signal lines are incorporated
to enable different oscillation frequencies.

III. PROPOSED XNOR–XOR RO PUF

The architecture of the proposed XNOR–XOR RO PUF is
depicted in Fig. 4. It consists of several key components that
work together to achieve its functionality.

1) XNOR–XOR ROs and MUXs (MUX0 and MUX1): A set
of N oscillators designed to produce varying frequencies
based on their configurations, where N is the number of
challenge bits.
When a challenge is given, the MUXs select two fre-
quencies that act as clock signals for the counters,
triggering the counting process.

2) Counters (Counter0 and Counter1): These counters
record the oscillation cycles of the chosen ROs.

3) Race Arbiter: It compares the output from the two
oscillators to generate a response.

4) Buffer: The buffer collects and stores a series of 0 or 1
response values, ensuring controlled data handling and
synchronization with the system’s operations.

5) PUF Control Unit: It oversees the system’s operations,
ensuring smooth coordination between all components.

The overall operation of the XNOR–XOR RO PUF is shown
using the flowchart in Fig. 5. This structured and modular
design enhances the reliability and performance of the PUF,
making it an effective solution for securing IoT devices.

A. XNOR–XOR RO and Multiplexers (MUX0 and MUX1)

The schematic of an individual RO is illustrated in Fig. 6. It
incorporates XNOR gates that can function as either inverters
or buffers, depending on the configuration of inputs S 0–S n

(as shown in Fig. 6). This configuration directly influences the
oscillator’s output frequency. An XOR gate is positioned at the
end of the RO to ensure an odd number of stages, satisfying the
Barkhausen criterion, which guarantees sustained oscillations
[11]. When a challenge is provided, it serves as the selection
lines for the MUXs, which choose two distinct frequencies
and pass them as inputs to the counters. These outputs from
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Fig. 5. Flowchart of the proposed XNOR–XOR RO PUF.

Fig. 6. XNOR–XOR RO.

the MUXs serve as clock signals for the counters, initiating
the counting process.

B. Counters (Counter0 and Counter1)

Counter0 and Counter1 have the same architecture, with
Counter0 used here as an example. The control flow of
Counter0 is illustrated in Fig. 5 (box with yellow background).

Fig. 7. Buffer register.

When the enable signal c0 en is set to 1, Counter0 begins
operation. Its input frequency signal, Ro clock0, originates
from the output of the XNOR–XOR RO selected by MUX0.
Each RO operates at a unique frequency, leading to distinct
counting results in Counter0 and Counter1. At the end of a
counting cycle, the reset signal c0 rst resets Counter0 to zero.
When one of the counters reaches a predetermined value, the
fin0 signal is triggered and outputs a 1 to the Race Arbiter,
enabling it to compare the timing and speeds of the fin0
and fin1 signals. This mechanism plays a critical role in
distinguishing the challenge-response behavior of the PUF.

C. Race Arbiter

The control flow of the Race Arbiter is depicted in Fig. 5
(box with blue background). Upon receiving the fin0 and fin1
signals from the counters, the Race Arbiter initiates a speed
comparison if either fin0 or fin1 is set to 1. If fin0 reaches
its target before fin1, the Race Arbiter outputs a 1-bit result
of 1 on ra out. Conversely, if fin1 reaches its target first,
the output ra out is set to 0. This comparison determines the
relative speed of the two counters and forms the basis for the
PUF’s response generation.

D. Buffer Register

The Buffer’s circuit architecture is depicted in Fig. 7. It
accumulates a sequence of response values, either 0 or 1,
until the designed register reaches its specified length. The
control circuit manages the buffer’s operations through signals
buf en, buf rst, and buf clk, which determine its activation,
initial reset, and input frequency clock, respectively. This
configuration ensures synchronized data collection and storage
within the PUF system.

E. PUF Control Unit

The state diagram for the PUF control unit is shown in Fig. 5
(box with green background). The control unit of the proposed
XNOR–XOR RO PUF is designed as a finite state machine
(FSM) to coordinate the operation of all submodules involved
in the challenge-response process. The major benefit of an
FSM ASIC is that it consumes much less power compared
with conventional CPU-based controllers. At the start of the
process, a reset signal is activated to initialize the states of the
counters, Race Arbiter, and buffer to zero.

When a challenge is given, the state machine activates,
enabling the subcircuits. The XNOR–XOR RO and counters
are then activated, and the scrambled challenge is fed into
the MUX to select two XNOR–XOR ROs to connect to the
counters. Due to variations in the frequencies of the selected
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ROs, the counters will operate at different rates. When one of
the counters reaches a specified value, it outputs a signal (“1”)
to the Race Arbiter for a speed comparison.

The result of the comparison is then sent to the buffer,
which is activated to store the result. Afterward, the states of
the counters and the Race Arbiter are reset to zero, repeating
the process in a loop. An external counter is incorporated to
determine the number of iterations needed to fill the buffer to
its required length. Once the process is complete, the counters,
Race Arbiter, and other subcircuits return to their initial states.

The control unit FSM progresses through the following
states.

1) Start State: The purpose of this state is to ensure a
consistent starting condition for all modules.

a) If Reset = 1, the FSM remains in the start state. All
internal components including the counters, Race
Arbiter, and buffer are reset to their initial states.

b) If Reset = 0, the FSM transitions to the calculate
state by receiving the challenge and configuring the
system accordingly.

2) Calculate State: The purpose of this state is to activate
the ROs and initiate the frequency-based counting using
counters.

a) If neither counter (Counter0 or Counter1) reaches
a predefined threshold, the FSM stays in this state.

b) Once either counter reaches the predefined thresh-
old, the FSM transitions to the stop state.

3) Stop State: The purpose of this state is to evaluate the
speed of oscillators and generate a 1-bit response.

a) Upon threshold completion by one counter (sig-
naled by fin0 or fin1), the Race Arbiter is triggered
and it determines which counter finished first.

b) If fin0 arrives first, then the response bit is “1.” If
fin1 arrives first, then the response bit is “0.” Once
the response bit is generated by the Race Arbiter,
the FSM moves to the next state.

4) Next Bit State: The purpose of this state is to store the
computed response bit.

a) The 1-bit output from the Race Arbiter is written
into the buffer.

b) If the buffer is not filled with the full response, the
FSM loops back to the calculate state to continue
processing the next bit. If the buffer is filled with
the full response, the FSM transitions back to the
start state for a new challenge.

IV. EXPERIMENTAL SETUP AND RESULTS

To evaluate the PUF output quality, it is important to
evaluate its statistical properties [8], [12].

1) Uniqueness: It quantifies the diversity in responses gen-
erated by various FPGA boards programmed with a PUF
or by different PUF chips when subjected to the same
set of challenges. If Ri and R j denote the n-bit responses
from the ith and jth FPGA board programmed with PUF
or PUF chips, respectively, for the same challenge, then
the uniqueness (HDinter) is calculated as the average

inter-Hamming distance (inter-HD) among C devices.
This can be expressed using the following equation:

HDinter

=
2

C (C − 1)

C−1X
i=1

CX
j=i+1

HD
�
Ri,R j

�
n

× 100%. (1)

2) Reliability: It evaluates how consistently a PUF design
can reproduce the same response under varying operat-
ing conditions, such as changes in ambient temperature
or supply voltage, over time for a given challenge.
For the ith FPGA board programmed with PUF or
PUF chip, the average intra-Hamming distance (intra-
HD) is calculated using (2). In this case, Ri represents
the reference response of the ith device, Ri, r is the
rth sample of response, and x denotes the number of
responses generated for the same set of challenges. The
overall reliability is determined by subtracting the intra-
HD percentage from 100% by the following equation:

HDintra =
1
m

mX
t=1

HD
�
Ri,Ri,r

�
x

× 100% (2)

Reliability = 100% − HDintra. (3)

3) Uniformity: The uniformity metric determines how uni-
form the proportion of 0’s and 1’s is in the PUF response
and is calculated by the following equation. x denotes
the number of responses generated for the same set of
challenges

U =
1
x

xX
k=1

R [k] × 100%. (4)

A. FPGA Implementation and Analysis

The proposed XNOR–XOR RO PUF is first implemented on
a Xilinx ZYNQ 7000 FPGA board (using 28-nm technology),
as shown in Fig. 8. As discussed earlier, the output of the
FPGA-based XNOR–XOR RO PUF is analyzed statistically
using (1)–(4) to evaluate critical parameters such as unique-
ness, reliability, and uniformity. The experimental results are
further processed and analyzed using MATLAB based on these
equations.

1) Uniqueness Analysis: To evaluate the uniqueness of the
XNOR–XOR RO PUF on FPGA boards under identical
environmental conditions and the same set of challenges,
(1) is utilized. The following parameters are considered:
C = 60, whereas we used five FPGA boards and
12 arrangements of the same design to ensure a fair
comparison.
The calculated average inter-HD for the XNOR–XOR RO
PUF is 49.90%, indicating strong uniqueness properties.
The histogram illustrating the uniqueness distribution of
PUF responses is presented in Fig. 9.

2) Reliability Analysis: To assess the reliability of the
XNOR–XOR RO PUF under varying environmental con-
ditions (e.g., changes in supply voltage and temperature)
while keeping the challenge input constant, (2) and (3)
are applied. The following experimental parameters are
considered: x = 3000 and m = 10.
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Fig. 8. Experiment conducted with FPGA.

Fig. 9. Inter-HD histogram, mean of 49.90%.

Fig. 10. Intra-HD histogram, mean of 0.14% and reliability = 99.86%.

The computed intra-HD has a central tendency of 0.14%,
corresponding to a reliability of 99.86%. The histogram
of intra-HD values is illustrated in Fig. 10.

Fig. 11. Layout and die photograph of the proposed PUF ASIC.

Fig. 12. Chain of semiconductor production for ICs, from design to applica-
tion [13].

TABLE I
EXPERIMENTAL RESULTS USING THE XILINX ZYNQ XC7Z020 FPGA

TABLE II
POWER CONSUMPTION AT VARIOUS PVT CORNERS

3) Uniformity Analysis: The average uniformity of the
XNOR–XOR RO PUF during the experiment is computed
using (4), resulting in a measured value of 67.3%, where
x = 3000.

Table I provides a summary of the experiments conducted
on various PUFs using the same FPGA boards. The results
indicate that the proposed XNOR–XOR RO PUF demonstrates
the highest reliability, achieving an average of 99.86%. Its
uniqueness value is only 0.04% lower compared to the con-
ventional RO PUF.

Fig. 9 presents a histogram illustrating the uniqueness of
the PUF responses obtained during the experiments. The
calculated average inter-HD for the proposed XNOR–XOR RO
PUF is 49.90%. Similarly, Fig. 10 shows a histogram of
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TABLE III
PERFORMANCE COMPARISON WITH PREVIOUS FPGA-BASED PUF

Fig. 13. Measurement setup.

the intra-HD, with a computed central tendency of 0.14%,
corresponding to a reliability of 99.86%. At 100-MHz clock
frequency and 4.023-ns slack time, it consumed 8 mW of
power.

B. ASIC Fabrication and Measurement

Notably, the FPGA experiment is meant to prove the
predicted function of the proposed PUF design. However, it
consumes too much power, which is not possible in IoT or
IoUT applications. Thus, we realized the PUF using ASIC
approach. The proposed design is fabricated as an ASIC
on silicon, following a typical procedure of physical design
using the Cadence Innovu TSMC 180-nm CMOS process. The
fabricated IC occupies an area of 1145 × 1145 µm and the
core area is 661 × 661 µm. The layout and die photograph
of the IC are depicted in Fig. 11. A high-level overview of
the semiconductor production chain for ICs, from design to
application, is presented in Fig. 12. In postlayout simulations,
the power consumption at various process, voltage, and tem-
perature (PVT) corners is shown in Table II and the response
time of the PUF for an 8-bit response at 100 MHz is 1.1 µs.

1) Measurement Setup and Initial Validation: The IC is
tested using the ADVANTEST V93000 PS1600 automatic

Fig. 14. Timing waveform of selected DFFs.

Fig. 15. Shmoo plot.

test system, with the measurement setup shown in Fig. 13.
The initial validation of the PUF device is performed by
testing the D-flip-flop (DFF) under Shmoo analysis across a
range of supply voltages and frequencies. Fig. 14 presents the
timing waveform, while Fig. 15 demonstrates that the device
functions correctly at a 1.8-V supply voltage and supports
operation up to 180 MHz.

2) Statistical Analysis of the Fabricated XNOR–XOR RO
PUF: As discussed previously, the output of the fabricated
XNOR–XOR RO PUF is statistically analyzed using (1)–(4)
to evaluate key performance metrics, including uniqueness,
reliability, and uniformity. These metrics are computed based
on the experimental data collected during IC testing and are
further processed and analyzed using MATLAB for com-
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Fig. 16. 11111111 response generated by PUF to the given challenge
11010110.

Fig. 17. 01011100 response generated by PUF to the given challenge
11110001.

Fig. 18. Inter-HD histogram, mean = 49.62%.

prehensive evaluation. The output waveforms corresponding
to different challenge inputs are shown in Figs. 16 and 17.
Specifically, when the challenge 11010110 is applied to the
XNOR–XOR RO PUF, it generates the response 11111111.
Similarly, when the challenge 11110001 is given to the
XNOR–XOR RO PUF, it produces the response 01011100.

Fig. 19. Five chips measurement intra-HD histogram. (a) Chip1, 13.0371%.
(b) Chip2, 8.0729%. (c) Chip3, 9.5866%. (d) Chip4, 12.3861%. (e) Chip5,
8.8216%.

1) Uniqueness Analysis: The uniqueness of the XNOR–XOR
RO PUF, when fabricated as an IC and tested under
identical environmental conditions using the same chal-
lenge, is analyzed using (1). For this evaluation, the
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Fig. 20. Reliability of five chips in %.

Fig. 21. Uniformity of five chips in %.

following parameters are considered: C = 48 and n = 1,
with five ICs. The histogram in Fig. 18 illustrates the
uniqueness distribution of the PUF responses. The cal-
culated average inter-HD for the fabricated XNOR–XOR
RO PUF is 49.62%, indicating a well-balanced response
distribution.

2) Reliability Analysis: To assess the reliability of the
XNOR–XOR RO PUF under varying external conditions
while maintaining a consistent challenge input, (2) and
(3) are applied. The evaluation considers the follow-
ing parameter: x = 256. The histograms in Fig. 19
present the intra-HD distribution across the five fabri-
cated chips, demonstrating a measured reliability range
of 86.9%–92%, as shown in Fig. 20.

3) Uniformity Analysis: The average uniformity of the five
XNOR–XOR RO PUF chips is computed using (4). The
evaluation considers the following parameter: x = 256.
The measured uniformity values range between 50%
and 57.42%, aligning with theoretical expectations for
a strong PUF design, with results illustrated in Fig. 21.

The power consumption of five fabricated ICs was analyzed,
with measured values ranging from 4.427 to 4.458 mW, as
depicted in Fig. 22. Experimental validation on both FPGA
and ASIC platforms confirms that the buffer contributes to
a stable and accurate response output, even under varying
operational conditions. The control unit, implemented as an
FSM, effectively coordinates the operation of all submodules
by managing state transitions, enabling signals, and ensur-
ing proper sequencing for accurate and synchronized PUF
response generation. Though the ASIC version shows slightly

Fig. 22. Power consumption of five chips.

lower reliability than the FPGA, this is expected due to fewer
ROs and sensitivity to fabrication conditions. Importantly, the
ASIC offers a low-power solution with near-perfect output
balance and strong uniqueness, making it a practical and
secure choice for hardware-based authentication in IoT, IoUT,
and embedded systems. Table III presents the state-of-the-art
comparison between FPGA and ASIC with previous works.

V. CONCLUSION

The proposed XNOR–XOR RO PUF is verified using statis-
tical metrics such as reliability, uniqueness, and uniformity.
Initially, the design was deployed on a Xilinx ZYNQ 7000
FPGA board (28 nm) operating at 100 MHz. Statistical analy-
sis using MATLAB showed impressive results, with reliability
and uniqueness measured at 99.86% and 49.90%, respectively,
and an average uniformity of 67.30%.

Furthermore, the design was implemented on silicon
using Cadence Innovus in a 180-nm physical design. This
work presents the first on-silicon implementation of an
XNOR–XOR RO PUF, marking a significant milestone in PUF
technology. The fabricated IC demonstrates high reliability
(86.9%–92%), near-ideal uniqueness (49.62%), reasonable
uniformity (50%–57.42%), and most important of all, very low
power 4.447 mW at 1.8-V, 100-MHz, 180-nm CMOS node.
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